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Are Pretrained Multilingual Models Equally Fair Across Languages?

Experimental Results

Conclusion
MozArt! A new multilingual dataset of parallel cloze examples 
with demographic information from annotators. We show that 
multilingual PLM are not equally fair across languages; 
neither across groups of users. 

MozArt details

* Sentences with word alignments were provided by Koehn and Monz (2006) 

Fairness metric: group disparity  
(group-level performance differences)

Mean Reciprocal Rank

Rank Correlations

Spearman’s rho, Kendall’s tau (see paper for results)

|S| = 100 sentences

G = number of groups

MozArt: A new multilingual dataset annotated with 
balanced demographics. github.com/coastalcph/mozart 

Main contribution

Precision + std. dev.
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